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STATISTICAL CAUSALITY AND EXTREMAL MEASURES

Ljiljana Petrović and Dragana Valjarević

Abstract. In this paper we consider the concept of statistical causality

in continuous time between flows of information, represented by filtra-

tions. Then we relate the given concept of causality to the equivalent
change of measure that plays an important role in mathematical finance.

We give necessary and sufficient conditions, in terms of statistical causali-
ty, for extremality of measure in the set of martingale measures. Also, we

have considered the extremality of measure which involves the stopping

time and the stopped processes, and obtained similar results. Finally, we
show that the concept of unique equivalent martingale measure is strongly

connected to the given concept of causality and apply this result to the

continuous market model.

1. Introduction

The results of this paper are mainly concerned with a connection between the
concept of statistical causality, extremal measures and equivalent martingale
measures.

The notion of causality is considered in continuous time which unifies the
nonlinear Granger’s causality with some related concepts. The Granger causal-
ity is focused on discrete time stochastic processes (time series). But, in econo-
metric practise continuous time models are more and more frequent . In this
paper we will discuss the continuous time processes because, the systems to
which can be applied tests of causality, usually take place in continuous time
(see [6–8, 14, 15, 17]). In the case of economy, it may be difficult to capture a
relations of causality in discrete-time model and it may depend on the length
of interval between each sampling. Construction of the methods for testing
causality involving sampling at irregularly (or randomly) spaced times of ob-
servation will be possible if we are using a continuous time model. The internal
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2 LJ. PETROVIĆ AND D. VALJAREVIĆ

consistency of economic theories and the statistical approach to causality analy-
sis between stochastic processes evolve rapidly, therefore using the continuous
time framework is very fruitful (see [2]).

The paper is organized as follows. After Introduction, in Section 2 we present
a generalization of a causality concept “G is a cause of E within H” which is
based on Granger’s definition of causality (see [8]).

The given concept of causality can be connected to the orthogonality of
martingales (see [23]) and stable subspaces (see [18]). Also, definitions of the
weak solutions and local weak solutions of the stochastic differential equations
driven with semimartingales can be expressed in terms of the given concept
of causality (see [17, 19]). Weak uniqueness of those solutions are equivalent
with this notion. If the σ-algebra increases, the preservation of the martingale
property is equivalent to the concept of causality as it is proved in [1].

In Section 3, that contains the main results, we consider the connection
between the given concept of causality and the equivalent change of measure.
Also, we establish equivalence between the concept of causality and extremality
of the measure on the set of measures with respect to which the process Mt =
P (A | Gt), A ∈ (G∞) is martingale. Similar theorem we proved for the bounded
stopping time τ and set of measures Mτ with respect to which the stopped
process Mt∧τ = P (A | Gt∧τ ) is martingale.

In Section 4 we show the connection between the given concept of causality
and unique equivalent martingale measure. This directly leads to application,
namely, we relate the completeness problem in the continuous market model
to the notion of statistical causality.

2. Preliminaries and notation

A probabilistic model for a time–dependent system is described by (Ω,F ,Ft,
P ) where (Ω,F , P ) is a probability space and {Ft, t ∈ I, I ⊆ R+} is a “frame-
work” filtration, i.e., (Ft) is a set of all events in the model up to and including
time t and (Ft) is a sub-σ-algebra of F . We can say that the information
available at time t is described by (Ft) which satisfies the “usual conditions” of
right continuity and completeness. (F∞) is the smallest σ-algebra containing
all the (Ft) (even if sup I < +∞), i.e., F∞ =

∨
t∈I Ft.

An analogous notation will be used for filtrations H = {Ht}, G = {Gt} and
E = {Et}. It is said that the filtration G is a subfiltration of F and written
as G ⊆ F, if Gt ⊆ Ft for each t. The subfiltration G represents the reduced
information.

The natural filtration of the process X = {Xt, t ∈ I} is given by FX =
{FXt , t ∈ I}, where FXt = σ{Xu, u ∈ I, u 6 t}, is the smallest σ-algebra with
respect to which the random variables Xu, u 6 t are measurable.

Let E,G and H be arbitrary filtrations. We can say that “G is a cause of
E within H” if for every t, (E∞) and (Gt) are conditionally independent with
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CAUSALITY AND EXTREMAL MEASURES 3

respect to Ht, i.e.,

(1) E∞ ⊥ Ht|Gt.

The essence of (1) is that (Gt) contains all the information from the (Ht) needed
for predicting (E∞). According to Corollary 2.1.1 in [17] (1) is equivalent to
E∞ ⊥ Ht

∨
Gt|Gt. The last relation means that the condition E ⊆ H does not

represent essential restriction. Thus, it was natural to introduce the following
definition of causality between filtrations.

Definition 1 (see [15] and [17]). It is said that G is a cause of E within H
relative to P (and written as E |< G; H;P ) if E∞ ⊆ H∞, G ⊆ H and if (E∞) is
conditionally independent of (Ht) given (Gt) for each t, i.e., E∞ ⊥ Ht|Gt (i.e.,
Eu ⊥ Ht|Gt holds for each t and each u), or

(2) (∀A ∈ E∞) P (A|Ht) = P (A|Gt).

If there is no doubt about P , we omit “relative to P”.
Intuitively, E |< G; H;P means that (Ht) does not provide additional infor-

mation over (Gt) for arbitrary t.
The definition similar to Definition 1 was first given in [14]: “It is said that

G entirely causes E within H relative to P (and written as E |< G; H;P) if
E ⊆ H, G ⊆ H and if E∞ ⊥ Ht|Gt for each t”. However, this definition
contains the condition E ⊆ H, or equivalently Et ⊆ Ht for each t, (instead of
E∞ ⊆ H∞) which does not have intuitive justification. Since Definition 1 is
more general than the definition given in [14], all results related to causality
in the sense of Definition 1 will be true and in the sense of the definition from
[14], when we add the condition E ⊆ H to them.

It should be mentioned that the definition of causality from [14] is equivalent
to definition of strong global noncausality as given in [6]. So, the Definition 1
is a generalization of the notion of strong global noncausality.

If G and H are such that G |< G; H;P , we shall say that G is its own
cause within H (compare with [14]). It should be noted that “G is its own
cause” sometimes occurs as a useful assumption in the theory of martingales
and stochastic integration (see [1]). The concept of being “its own cause” is
equivalent to the hypothesis (H) introduced in [1]. It also, should be mentioned
that the notion of subordination (as introduced in [21]) is equivalent to the
notion of being “its own cause” as defined here.

If G and H are such that G |< G; G
∨

H (where G
∨

H is a family deter-
mined by (G

∨
H)t = Gt

∨
Ht), we shall say that H does not cause G. It is

clear that the interpretation of Granger–causality is now that H does not cause
G if G |< G; G

∨
H (see [14]).

These definitions can be applied to stochastic process if we consider corre-
sponding induced filtrations. For example, (Ft)-adapted stochastic process Xt

is its own cause if (FXt ) is its own cause within (Ft), i.e., if

FX |< FX ; F;P.
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4 LJ. PETROVIĆ AND D. VALJAREVIĆ

The following result shows that a process X which is its own cause is com-
pletely described by its behavior relative to FX .

Proposition 2.1 ([17]). X = {Xt, t ∈ [0, T ]} is a Markov process relative to
filtration F = {F , t ∈ [0, T ]} on a filtered probability space (Ω,F ,Ft, P ) if and
only if X is a Markov process (relative to FX) and the process is its own cause
within F with respect to P .

As a consequence, Brownian motion W = {Wt, t ∈ I} with respect to the
filtration F = {Ft, t ∈ I} on a filtered probability space (Ω,F ,Ft, P ) is its own
cause within F = {Ft, t ∈ I} with respect to the probability P .

We will need later the following definition that concerns the notion of ex-
tremal measure, which is very important in the theory of stochastic processes.

Definition 2 ([11]). A probability measure P ofM is called extremal if when-
ever P = αQ+ (1− α)R with 0 < α < 1 and Q,R ∈M, then P = Q = R.

In other words, for extremal point of a certain convex set of probability
measures there exists no decomposition other than the trivial one. IfM consists
of a single element P (singleton) this measure is extremal and this triviality is
fundamental in applications (see [5, 9]).

Also, we consider the concept of absolutely continuous and locally absolutely
continuous measures (see for example [10, 13, 22]). Let P be a measure on the
σ-algebra (Ft). We say that P is absolutely continuous if P (N) = 0 for every
evanescent set N . We say that a measure Q is locally absolutely continuous
with respect to a measure P if Q(t) � P (t) for every t where Q(t) is the
restriction of Q and P (t) is the restriction of P to (Ft). We shall denote this

relation by Q
loc
� P . If Q

loc
� P and P

loc
� Q, then we shall say that P and Q are

locally equivalent. We shall denote it by Q
loc∼ P .

The statistical concept of causality is focused on measurements taken over
time, and how they may influence one another. In many situation we observe
some system up to some random time, for example till the time when something
happens for the first time. Now, we extend Definition 1 from fixed times to
stopping times, i.e., we define causality using the truncated filtrations, which
is specially applicable for the truncated (stopped) processes. Precisely, we now
give the characterization of causality using stopping times - a class of random
variables that plays the essential role in the theory of martingales.

The σ-field (Fτ ) = {A ∈ F : A ∩ {τ 6 t} ∈ Ft} is usually interpreted as the
set of events that occurs before or at time τ .

If X is a stochastic process and if τ is a stopping time, we define the process
stopped at time τ , denoted by Xτ , by

Xτ
t = Xτ (t) = {Xτ∧t | t ∈ R+}.

Note that if X is adapted and cadlag and if τ is a stopping time, then

Xτ
t = Xt∧τ = Xtχ{t<τ} +Xτχ{t>τ}
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CAUSALITY AND EXTREMAL MEASURES 5

is also adapted. A martingale stopped at a stopping time is still a martingale.
Lets mention that the truncated filtration (Ft∧τ ) is defined as

Ft∧τ = Ft ∩ Fτ =

{
Ft, t < τ,
Fτ , t > τ.

Natural filtration for the stopped martingale Xt∧τ is FX
τ

= (FXt∧τ ), with
respect to which the process Xt∧τ is completely described. So, we can use the
definition of causality in continuous time which involves the stopping times.

Definition 3 ([20]). Let F = {Ft}, H = {Ht} and E = {Et}, t ∈ I, be
given filtrations on the probability space (Ω,F , P ) and let τ be a stopping
time with respect to filtration E. The filtration Hτ entirely causes Eτ within
Fτ relative to P (and written as Eτ |< Hτ ; Fτ ;P ) if Eτ ⊆ Fτ , Hτ ⊆ Fτ

and if Eτ is conditionally independent of Ft∧τ given Ht∧τ for each t, i.e., (∀t)
Eτ ⊥ Ft∧τ | Ht∧τ , or

(3) (∀t ∈ I)(∀A ∈ Eτ ) P (A | Ft∧τ ) = P (A | Ht∧τ ).

The concept of causality given in Definition 3 is defined up to some specified
stopping time τ . It includes the stopped filtrations. The relation (3) does not
consider the causality up to infinite horizon, so it does not imply (2).

3. Causality and extremal measures

The equivalent changes of measure play an important role in arbitrage pri-
cing theory. Two important concepts in the mathematical theory of contingent
claim pricing are the absence of arbitrage and the notion of risk neutral pricing.
Both of these notions are expressed in mathematical terms using the notion of
equivalent change of measure.

Lets consider a set of right continuous modifications of processes

(4) H = {Mt |Mt = P (A | Gt), A ∈ G∞}.
Next theorem gives relation between the equivalent changes of measure and

the given concept of causality.

Theorem 3.1. Let F and G be filtrations on (Ω,F). Suppose that set H is
of the form (4) and let M be a set of probability measures Q on F for which
Q = P on F0 and elements of H are (Ft, Q)-martingales. Then, the following
statements are equivalent.

(a) G |< G; F;P.

(b) Q ∈M;Q
loc
� P =⇒ Q = P.

(c) Q ∈M;Q� P =⇒ Q = P.
(d) Q ∈M;Q ∼ P =⇒ Q = P.

(e) Q ∈M;Q ∼ P ; dQdP ∈ G∞ =⇒ Q = P.

Proof. (a) =⇒ (b) Let G |< G; F;P holds, i.e., ∀A ∈ G∞, P (A | Ft) = P (A |
Gt). This is equivalent to the hypothesis (H) in [1], so elements of the set H
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6 LJ. PETROVIĆ AND D. VALJAREVIĆ

are (Ft, P )-martingales. Let for the measure Q ∈M, Q
loc
� P holds. According

to Proposition 6.23 in [13], every element of the set H is (Ft, Q)-martingale.

Since, Q
loc
� P , the right regular version of the density process Lt is just the

cadlag modification of E(L∞ | Ft) where L∞ = dQ
dP is the Radon-Nikodym

derivative. By an assumption of the theorem Q = P on F0, so L0 = 1. From
the definition of the conditional expectation∫

F

L(t)dP =

∫
F

L(∞)dP = Q(F ), F ∈ Ft.

Then for Mt ∈ H it follows that ML is an (Ft, P )-martingale. Indeed, for
s < t, F ∈ Fs∫

F

M(t)L(t)dP =

∫
F

M(t)
dQ

dP
dP =

∫
F

M(t)dQ =

∫
F

M(s)dQ

=

∫
F

M(s)L(s)dP,

where Mt is (Ft, Q)-martingale. So,

MtLt = EP (M∞L∞ | Ft) = EP (M∞
dQ

dP
| Ft) = EQ(M∞ | Ft) = Mt.

Hence L = 1. This implies Q = P .
(b)=⇒(c) =⇒ (d) =⇒ (e) is trivial.

(e) =⇒ (a) Suppose that Q ∈M;Q ∼ P ; dQdP ∈ G∞ =⇒ Q = P holds. Hence
P ∈M, so all elements of the set H are (Ft, P )-martingales, i.e.,

E(M∞ | Ft) = Mt,

E(P (A | G∞) | Ft) = P (A | Gt),
E(E(χA | G∞) | Ft) = P (A | Gt),

P (A | Ft) = P (A | Gt), A ∈ G∞,
where χA is (G∞)-measurable indicator function of the set A. Obviously, G |<
G; F;P holds. �

The concept of extremal measures is very important in applications. In [17]
it is proved that for the weak solution (Ω,F ,Ft, P,Xt, Zt) of the stochastic
differential equation driven with semimartingale Zt, the measure P is extremal
if and only if FZ,X |< FZ,X ; F;P holds. Also, in [14] it is shown that the
causality concept is closely connected to extremal solution of the martingale
problem.

Now we consider a set H of the form (4), where M is a set of probability
measures Q on F for which Q = P on F0 and elements of H are (Ft, Q)-
martingales. Then we have that the following result holds.

Theorem 3.2. The measure P ∈ M is extremal measure in the set H if and
only if G is its own cause within F = {Ft}, i.e., if and only if G |< G; F;P
holds.
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CAUSALITY AND EXTREMAL MEASURES 7

Proof. Suppose that P is an extremal measure in the set M. Then elements
of the set H defined by (3.3), are (Ft, P )-martingales, so

(5) E(M∞ | Ft) = Mt, ∀Mt.

Since χA is (G∞)-measurable indicator function of the set A, from Mt ∈ H it
follows that

(6)
E(M∞ | Ft) = E(P (A | G∞) | Ft) = E(E(χA | G∞) | Ft)

= E(χA | Ft) = P (A | Ft).

According to (5) and (6), for all A ∈ G∞ we have

E(M∞ | Ft) = Mt,

P (A | Ft) = P (A | Gt) ∀A ∈ G∞.

So, G |< G; F;P holds.
Conversely, suppose that G |< G; F;P holds. Also, suppose that for measure

P holds P = aP1 + (1 − a)P2 where a ∈ (0, 1) and the measures P1, P2 ∈ M.
Following the idea in [11] (the proof of Proposition 11.14), as P2 > 0 obviously
P1 � P , so one can define the Radon-Nikodym derivative L∞ = dP1

dP and Lt
is the cadlag modification of E(L∞ | Ft). By assumption of the theorem it
follows that L0 = 1.

From P1 ∈M and P1 � P it follows that elements of the set H are (Ft, P1)-
martingales, i.e., Mt = EP1

(M∞ | Ft). Obviously, for Mt ∈ H, the process
(ML)t is a (Ft, P )-martingale, i.e., for s < t and F ∈ Fs ⊆ Ft we have∫

F

M(t)L(t)dP =

∫
F

M(t)
dQ

dP
dP =

∫
F

M(t)dQ =

∫
F

M(s)dQ

=

∫
F

M(s)
dQ

dP
dP =

∫
F

M(s)L(s)dP

and we have

MtLt = EP (M∞L∞ | Ft) = EP (M∞
dP1

dP
| Ft) = EP1(M∞ | Ft) = Mt.

Hence, Lt = 1. Then Lt = L0 = 1, so P = P1. In the similar way, we can prove
that P = P2, so it follows that P is an extremal measure in the set M. �

Let now consider a set

(7) K = {Xt | Xt = P (A | FXt ), A ∈ FX∞}

and let K be the set of all measures Q where P = Q on (F0) and under which
elements of the set K are (Ft, P )-martingales. As a consequence of Theorem
3.2 we have that the next lemma holds.

Lemma 3.3. The measure P ∈ K is extremal measure in the set K if and only
if FX is its own cause within F = {Ft}, i.e., if and only if FX |< FX ; F;P
holds.
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8 LJ. PETROVIĆ AND D. VALJAREVIĆ

Let τ be a (Gt)-stopping time and Hτ be a set of right continuous martingales
of the form Mt∧τ = Mτ (t) = P (A | Gt∧τ ) for all A ∈ Gτ , i.e.,

(8) Hτ = {Mt∧τ |Mt∧τ = P (A | Gt∧τ ), A ∈ Gτ}.
Suppose thatMτ is the set of all measures Q where P = Q on F0 and under

which elements of the set Hτ are (Ft∧τ , P )-martingales.
The following result shows an equivalence between the given concept of

causality and extremality of the measure on the set Mτ .

Theorem 3.4. Let τ be a bounded (Gt)-stopping time. Then, the measure
P ∈Mτ is extremal measure in the set Mτ if and only if Gτ is its own cause
within Fτ = {Ft∧τ}, i.e., Gτ |< Gτ ; Fτ ;P holds.

Proof. Suppose that P is an extremal measure on the set of measures Mτ

and all elements of the set Hτ are (Ft∧τ , P )-martingales. So, for all Mτ (t) =
Mt∧τ ∈ Hτ we have

(9) EP (Mτ (∞) | Ft∧τ ) = Mt∧τ .

For all A ∈ Gτ where χA is indicator function of the set A is

EP (Mτ (∞) | Ft∧τ ) = EP (P (A | Gτ ) | Ft∧τ ) = EP (EP (χA | Gτ ) | Ft∧τ )

= EP (χA | Ft∧τ ) = P (A | Ft∧τ ),(10)

where χA is (Gτ )-measurable function. Therefore, according to (9) and (10)

EP (Mτ (∞) | Ft∧τ ) = Mt∧τ ,

P (A | Ft∧τ ) = P (A | Gt∧τ ), ∀A ∈ Gτ
and the causality relation holds, i.e., Gτ |< Gτ ; Fτ ;P .

Conversely, assume that Gτ |< Gτ ; Fτ ;P holds and the measure P ∈ Mτ .
We need to prove that the measure P is extremal in the setMτ . Suppose that

P = aQ+ (1− a)R,

where Q,R ∈ Mτ and a ∈ (0, 1). Measures Q,R ∈ Mτ so elements of the set
Hτ are (Ft∧τ , Q)-martingales. As R > 0 obviously Q � P so one can define
the Radon-Nikodym derivative

(11) L(t ∧ τ) = L(t)χ{t < τ}+ L(τ)χ{t > τ}.
Now we differ two cases.

1. If t < τ , then equality (11) is of the form L(t∧τ) = dQ(t)
dP . As the stopped

martingales are martingales, Lτ = L(t ∧ τ) is a (Ft∧τ , P )-martingale, i.e.,

EP (L(t ∧ τ) | Fs) = L(s ∧ τ).

So, if s < t and F ∈ Fs ⊆ Ft, we have

Q(s)(F ) =

∫
F

dQ(s)

dP
dP =

∫
F

L(s ∧ τ)dP =

∫
F

L(t ∧ τ)dP

=

∫
F

dQ(t)

dP
dP = Q(t)(F ).
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CAUSALITY AND EXTREMAL MEASURES 9

Then (ML)τ is a (Ft∧τ , P )-martingale because∫
F

M(t ∧ τ)L(t ∧ τ)dP =

∫
F

M(t ∧ τ)
dQ(t)

dP
dP =

∫
F

M(t ∧ τ)dQ(t)

=

∫
F

M(s ∧ τ)dQ(s) =

∫
F

M(s ∧ τ)
dQ(s)

dP
dP

=

∫
F

M(s ∧ τ)L(s ∧ τ)dP.(12)

So, EP (Mτ (∞)Lτ (∞) | Ft∧τ ) = Mt∧τLt∧τ . On the other hand we have

Mt∧τLt∧τ = EP (Mτ (∞)Lτ (∞) | Ft∧τ ) = EP (Mτ (∞)
dQ

dP
χ{τ<∞} | Ft∧τ )

= EQ(Mτ (∞) | Ft∧τ ) = Mt∧τ .

Hence, Lt∧τ = L0 = 1. Follows P = Q. Similar, we prove that P = R.
2. On he other hand let τ be a bounded stopping time τ 6 t. Then, equality

(11) becomes L(t ∧ τ) = dQ(τ)
dP = L(τ). Since Q � P , it follows Q

loc
� P , so

L(τ) is Radon-Nykodim derivative dQ
dP on the filtration (Fτ ).

Also, if τ is a bounded stopping time and τ 6 t, then by the Optional
Sampling Theorem, since L is a martingale, we have

L(τ) = EP (L(t) | Fτ ).

That is, for F ∈ Fτ ⊆ Ft it follows∫
F

L(τ)dP =

∫
F

L(t)dP = Q(t)(F ) = Q(F ).

If F ∈ Ft∧τ , and r > t, then (ML)τ is (Ft∧τ , P )-martingale. Indeed, due to
(12) we have∫

F

M(t ∧ τ)L(t ∧ τ)dP =

∫
F

M(t ∧ τ)L(τ)dP =

∫
F

M(t ∧ τ)L(t)dP

=

∫
F

M(t ∧ τ)
dQ(t)

dP
dP =

∫
F

M(t ∧ τ)dQ

=

∫
F

M(r ∧ τ)dQ =

∫
F

M(r ∧ τ)L(r ∧ τ)dP.

Now, considering the fact that Mτ is (Ft∧τ , P ) martingale, we have

Mt∧τLt∧τ = EP (Mτ (∞)Lτ (∞) | Ft∧τ ) = EP (Mτ (∞)
dQ

dP
| Ft∧τ )

= EQ(Mτ (∞) | Ft∧τ ) = Mt∧τ .

Hence, Lt∧τ = L0 = 1. Follows P = Q. Similar, we prove that P = R. So,
measure P is extremal measure in the set Mτ . �

Let consider a set

(13) Kτ = {Xτ
t | Xτ

t = Xt∧τ = P (A | FXt∧τ ), A ∈ FXτ }
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10 LJ. PETROVIĆ AND D. VALJAREVIĆ

and let Kτ be the set of all measures Q where P = Q on (F0) and under
which elements of the set Kτ are (Ft∧τ , P )-martingales. As a consequence of
Theorem 3.4, we have the following result to hold.

Lemma 3.5. Let τ be a bounded (FXt )-stopping time. Then, the measure
P ∈ Kτ is extremal measure in the set Kτ if and only if FX

τ

is its own cause
within Fτ = {Ft∧τ}, i.e., FX

τ |< FX
τ

; Fτ ;P holds.

4. Example

In this section we give an example about the connections between the given
concept of statistical causality and the equivalent martingale measure.

Let (Ω,F , P ) be a probability space, T <∞ be a fixed time horizon, and let
F = {Ft; 0 6 t 6 T} be a filtration that satisfies the usual conditions with (F0)
containing only Ω and the null sets of P and FT = F containing all subsets of
Ω. The filtration describes how information is revealed to the investors; they
have access to past and current price information only.

Let S = {St; 0 6 t 6 T} be a vector valued stochastic process whose compo-
nents S0, S1, . . . , Sk are adapted, right continuous with left limits and strictly
positive. Skt represents the time t value of the k-th security. The discounted

price process (the price of security “corrected for inflation”) is S̃t =
Skt
S0
t

.

A probability measure Q ∼ P is an equivalent martingale measure (EMM)

for S if the discounted price processes S̃k, 1 6 k 6 d are (F, Q)-martingales
(see [5]). According to Theorem 3.1 in [16]

(14) FS̃ |< FS̃ ; F;Q

holds, or the discounted price process S̃t is its own cause within F relative
to Q. Let M(S̃) denote the set of all probability measures Q on (Ω,F) (not

necessarily equivalent to P ) that makes the given stochastic process S̃ a (Ft, Q)-

martingale, and let Me(S̃) denote the set consisting of all extreme points of

M(S̃).
A trading strategy is defined to be adapted, predictable stochastic process

Φ = {Φt; 0 6 t 6 T} and represents the number of units of security in the

portfolio at time t. The value of the portfolio at time t equals Vt = V φt . The

strategy is called self-financing, if for all t ∈ [0, T ] we have V φt = V φ0 +Gφt , where

Gφt is the discounted gains process and represent the discounted net profit or
loss due to the transactions by the investor. A self-financing trading strategy

is called Q-admissible if the discounted gains process Gφt is a Q-martingale.
A contingent claim X is an (FT )-measurable random variable, to be in-

terpreted as the payoff of some financial claims. Such a claim is said to be
attainable if there exists an admissible trading strategy Φ such that V Φ

T = X,
where V Φ

T is the value of the portfolio.

For the discounted price process S̃, in [3] is established the condition of no

free lunch with vanishing risk (NFLVR). For S̃-integrable, predictable process
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H = (Ht)06t6T there exists a constant M > 0 such that
∫ t

0
HudS̃u > −M .

Then

N =

{∫ T

0

HtdSt, H is admissible

}
define a set of random variables uniformly bounded from below. The set C
contains the random variables

C = [N − L0
+(Ω,F , P )] ∩ L∞(Ω,F , P ),

where L0
+(Ω,F , P ) represents the set of non-negative measurable functions.

A locally bounded semimartingale S̃ satisfies the no free lunch with vanishing
risk (NFLVR) condition if

C̄ ∩ L∞(Ω,F , P ) = {0},

where C̄ denotes the closure of C. Lets mention that NFLVR guarantees the
existence of an equivalent martingale measure and thus opens the way for
applications from martingale theory. An important limitation is that the price
process is locally bounded. But we deals with continuous price processes and
this condition is satisfied (see [4]). If S̃ is a bounded real valued semi-martingale

and there exists a measure Q equivalent to P under which S̃ is a martingale.
According to condition (14), Lemma 3.3 and Theorem 6 in [4] S̃ satisfy the
condition of no free lunch with vanishing risk if and only if the discounted
price process S̃t is its own cause within F relative to Q.

As another example of application of causality to financial markets we con-
sider its connection to completeness of the market. Due to Proposition 3.4 in
[12], Lemma 3.3 and condition (14) the continuous financial market is complete

if and only if the discounted price process S̃ is its own cause within filtration
of the market (Ft).
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[11] J. Jacod, Calcul stochastique et problèmes de martingales, Lecture Notes in Mathemat-
ics, 714, Springer, Berlin, 1979.

[12] A. Lyasoff, The two fundamental theorems of asset pricing for a class of continuous-time

financial markets, Math. Finance 24 (2014), no. 3, 485–504.
[13] P. Medvegyev, Stochastic Integration Theory, Oxford Graduate Texts in Mathematics,

14, Oxford University Press, Oxford, 2007.

[14] P. A. Mykland, Statistical Causality, Report No.14. University of Bergen, (1986), 1–26.
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